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Abstract—An increasing number of commodity clusters are connected to each other by public networks, which have become a potential threat to security sensitive parallel applications running on the clusters. To address this security issue, we developed a Message Passing Interface (MPI) implementation to preserve confidentiality of messages communicated among nodes of clusters in an unsecured network. We focus on MPI rather than other protocols, because MPI is one of the most popular communication protocols for parallel computing on clusters. Our MPI implementation—called ES-MPICH2—was built based on MPICH2 developed by the Argonne National Laboratory. Like MPICH2, ES-MPICH2 aims at supporting a large variety of computation and communication platforms like commodity clusters and high-speed networks. We integrated encryption and decryption algorithms into the MPICH2 library with the standard MPI interface and, thus, data confidentiality of MPI applications can be readily preserved without a need to change the source codes of the MPI applications. MPI-application programmers can fully configure any confidentiality services in MPICH2, because a secured configuration file in ES-MPICH2 offers the programmers flexibility in choosing any cryptographic schemes and keys seamlessly incorporated in ES-MPICH2. We used the Sandia Micro Benchmark and Intel MPI Benchmark suites to evaluate and compare the performance of ES-MPICH2 with the original MPICH2 version. Our experiments show that overhead incurred by the confidentiality services in ES-MPICH2 is marginal for small messages. The security overhead in ES-MPICH2 becomes more pronounced with larger messages. Our results also show that security overhead can be significantly reduced in ES-MPICH2 by high-performance clusters. The executable binaries and source code of the ES-MPICH2 implementation are freely available at http://www.eng.auburn.edu/~xqin/software/es-mpich2/.
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1 INTRODUCTION

1.1 Motivation

Due to the fast development of the internet, an increasing number of universities and companies are connecting their cluster computing systems to public networks to provide high accessibility. Those clusters connecting to the internet can be accessed by anyone from anywhere. For example, computing nodes in a distributed cluster system proposed by Sun Microsystems are geographically deployed in various computing sites. Information processed in a distributed cluster is shared among a group of distributed tasks or users by the virtue of message passing protocols (e.g., message passing interface—MPI) or confidential data transmitted to and from cluster computing nodes. Preserving data confidentiality in a message passing environment over an untrusted network is critical for a wide spectrum of security-aware MPI applications, because unauthorized access to the security-sensitive messages by untrusted processes can lead to serious security breaches. Hence, it is imperative to protect confidentiality of messages exchanged among a group of trusted processes.

It is a nontrivial and challenging problem to offer confidentiality services for large-scale distributed clusters, because there is an open accessible nature of the open networks. To address this issue, we enhanced the security of the MPI protocol by encrypting and decrypting messages sent and received among computing nodes.

In this study, we focus on MPI rather than other protocols, because MPI is one of the most popular communication protocols for cluster computing environments. Numerous scientific and commercial applications running on clusters were developed using the MPI protocol. Among a variety of MPI implementations, we picked MPICH2 developed by the Argonne National Laboratory. The design goal of MPICH2—a widely used MPI implementation—is to combine portability with high performance [14]. We integrated encryption algorithms into the MPICH2 library. Thus, data confidentiality of MPI applications can be readily preserved without a need to change the source codes of the MPI applications. Data communications of a conventional MPI program can be secured without converting the program into the corresponding secure version, since we provide a security enhanced MPI-library with the standard MPI interface.

1.2 Possible Approaches

There are three possible approaches to improving security of MPI applications. In first approach, application programmers...
can add source code to address the issue of message confidentiality. For example, the programmers may rely on external libraries (e.g., SEAL [26] and Nexus [11]) to implement secure applications. Such an application-level security approach not only makes the MPI applications error-prone, but also reduces the portability and flexibility of the MPI applications. In the second approach, the MPI interface can be extended in the way that new security-aware APIs are designed and implemented (see, for example, MPISec I/O [22]). This MPI-interface-level solution enables programmers to write secure MPI applications with minimal changes to the interface. Although the second approach is better than the first one, this MPI-interface-level solution typically requires an extra code to deal with data confidentiality. The third approach—a channel-level solution—is proposed in this study to address the drawbacks of the above two approaches. Our channel-level solution aims at providing message confidentiality in a communication channel that implements the Channel Interface 3 (CH3) in MPICH2 (see Fig. 1).

1.3 Contributions

In what follows, we summarize the four major contributions of this study.

- We implemented a standard MPI mechanism called ES-MPICH2 to offer data confidentiality for secure network communications in message passing environments. Our proposed security technique incorporated in the MPICH2 library can be very useful for protecting data transmitted in open networks like the Internet.
- The ES-MPICH2 mechanism allows application programmers to easily write secure MPI applications without additional code for data-confidence protection. We seek a channel-level solution in which encryption and decryption functions are included into the MPICH2 library. Our ES-MPICH2 maintains a standard MPI interface to exchange messages while preserving data confidentiality.
- The implemented ES-MPICH2 framework provides a secured configuration file that enables application programmers to selectively choose any cryptographic algorithm and symmetric-key in ES-MPICH2. This feature makes it possible for programmers to easily and fully control the security services incorporated in the MPICH2 library. To demonstrate this feature, we implemented the AES and 3DES algorithms in ES-MPICH2. We also show in this paper how to add other cryptographic algorithms into the ES-MPICH2 framework.
- We have used ES-MPICH2 to perform a detailed case study using the Sandia Micro Benchmarks and the Intel MPI benchmarks. We focus on runtime performance overhead introduced by the cryptographic algorithms.

1.4 Roadmap

The paper is organized as follows: Section 2 demonstrates the vulnerabilities of existing MPI implementations by describing a security threat model for clusters connected by public networks. Section 3 not only provides a reason for focusing on the confidentiality issue of MPICH2 rather than other MPI implementations, but also gives an overview of the MPICH2 implementation. Section 4 presents the motivation of this work by showing why secured MPI is an important issue and also outlines the design of ES-MPICH2—the message passing interface with enhanced security. Section 5 describes the corresponding implementation details of ES-MPICH2. Section 6 discusses some experimental results and compares the performance of ES-MPICH2 with that of MPICH2. Section 7 presents previous research related to our project. Finally, Section 8 states the conclusions and future work of this study.

2 THREAT MODEL

A geographically distributed cluster system is one in which computing components at local cluster computing platforms communicate and coordinate their actions by passing messages through public networks like the Internet. To improve the security of clusters connected to the public networks, one may build a private network to connect an array of local clusters to form a large scale cluster. Building a private network, however, is not a cost-effective way to secure distributed clusters. The Internet—a very large distributed system—can be used to support large-scale cluster computing. Being a public network, the Internet becomes a potential threat to distributed cluster computing environments.

We first describe the confidentiality aspect of security in clusters followed by three specific attack instances. We believe new attacks are likely to emerge, but the confidentiality aspect will remain unchanged. Confidentiality attacks attempts to expose messages being transmitted among a set of collaborating processes in a cluster. For example, if attackers gain network administrator privilege, they can intercept messages and export the messages to a database file for further analysis. Even without legitimate privilege, an attacker still can sniff and intercept all messages in a cluster on the public network. Such attacks result in the information leakage of messages passed among computing nodes in geographically distributed clusters. Cryptography and access control are widely applied to computer systems to safeguard against confidentiality attacks.

We identify the following three confidentiality attacks on MPI programs running on distributed clusters:

- **Sniffing message traffic.** Message traffic of an MPI program can be sniffed. For example, when MPICH2 is deployed in a cluster connected by a Gigabit Ethernet network, attackers can sniff plaintext messages transmitted through TCP socket. Message sniffing can reveal security-sensitive data, metadata, and information.
- **Snooping on message buffer.** In an MPI program, buffers are employed to send and receive messages. Regardless of specific MPI implementations, message buffers are created before the send and receive primitives are
invoked. Attackers who snoop into the message buffers in memory can access data and information without being given specific access privileges.

- **Message traffic profiling.** Message traffic profiling attacks seek to use message type, time stamps, message size, and other metadata to analyze message exchange patterns and types of protocols being used in message transmissions. For example, an attacker can monitor the network connection of a cluster running an MPI program. If a message has been regularly transmitted, the attacker can speculate the importance of the message and intercept the content of the message.

Confidentiality services can effectively counter the aforementioned threats in MPI applications running on clusters connected by a public network. In this research, we encode messages using the Advanced Encryption Standard (AES) and the Triple Data Encryption Standard (Triple-DES or 3DES). It is worth nothing that 3DES is not considered for any modern applications, we investigate 3DES in this study because of two reasons. First, 3DES is still used in many legacy application systems in the industry. Second, 3DES is a good baseline solution used for the purpose of comparison. In the case that attackers intercept messages in an MPI program, they are unable to transform the ciphertext into the original plaintext due to the lack of data encipherment keys (DEK).

### 3 MPICH2 OVERVIEW

MPICH—one of the most popular MPI implementations—were developed at the Argonne National Laboratory [14]. The early MPICH version supports the MPI-1 standard. MPICH2—a successor of MPICH—not only provides support for the MPI-1 standard, but also facilitates the new MPI-2 standard, which specifies functionalities like one-sided communication, dynamic process management, and MPI I/O [13]. Compared with the implementation of MPICH, MPICH2 was completely redesigned and developed to achieve high performance, maximum flexibility, and good portability.

Fig. 1 shows the hierarchical structure of the MPICH2 implementation, where there are four distinct layers of interfaces to make the MPICH2 design portable and flexible. The four layers, from top to bottom, are the message passing interface 2 (MPI-2), the abstract device interface (ADI3), the CH3, and the low-level interface. ADI3—the third generation of the abstract device interface—in the hierarchical structure (see Fig. 1) allows MPICH2 to be easily ported from one platform to another. Since it is nontrivial to implement ADI3 as a full-featured abstract device interface with many functions, the CH3 layer simply implements a dozen functions in ADI3 [18].

As shown in Fig. 1, the TCP socket Channel, the shared memory access (SHMEM) channel, and the remote direct memory access (RDMA) channel are all implemented in the layer of CH3 to facilitate the ease of porting MPICH2 on various platforms. Note that each one of the aforementioned channels implements the CH3 interface for a corresponding communication architecture like TCP sockets, SHMEM, and RDMA. Unlike an ADI3 device, a channel is easy to implement since one only has to implement a dozen functions relevant for with the channel interface.

To address the issues of message snooping in the message passing environments on clusters, we seek to implement a standard MPI mechanism with confidentiality services to counter snooping threats in MPI programs running on a cluster connected an unsecured network. More specifically, we aim to implement cryptographic algorithms in the TCP socket channel in the CH3 layer of MPICH2 (see Fig. 2 and Section 5 for details of how to construct a cryptosystem in the channel layer).

### 4 THE DESIGN OF ES-MPICH2

#### 4.1 Scope of ES-MPICH2

Confidentiality, integrity, availability, and authentication are four important security issues to be addressed in clusters connected by an unsecured public network. Rather than addressing all the security aspects, we pay particular attention to confidentiality services for messages passed among computing nodes in an unsecured cluster.

Although preserving confidentiality is our primary concern, an integrity checking service can be readily incorporated into our security framework by applying a public-key cryptography scheme. In an MPI framework equipped with the public-key scheme, sending nodes can encode messages using their private keys. In the message receiving procedure, any nodes can use public keys corresponding to the private keys to decode messages. If one alters the messages, the ciphertext cannot be deciphered correctly using public keys corresponding to the private keys. Thus, the receiving nodes can perform message integrity check without the secure exchange of secret keys. Please refer to Section 5.6 for details on how to add integrity checking services in our MPI framework called ES-MPICH2.

#### 4.2 Design Issues

The goal of the development of the ES-MPICH2 mechanism is to enable application programmers to easily implement secure enhanced MPI applications without additional code for data-confidentiality protection. With ES-MPICH2 in place, secure MPI application programmers are able to flexibly choose a cryptographic algorithm, key size, and data block size for each MPI application that needs data confidentiality protection.

ES-MPICH2 offers message confidentiality in an MPI programming environment by incorporating MPICH2 with encryption and decryption algorithms. In the process of designing ES-MPICH2, we integrated the AES and 3DES algorithms into the MPICH2 library.
The ES-MPICH2 implementation has the following four design goals:

- **Message confidentiality**: ES-MPICH2 aims to preserve message confidentiality from unauthorized accesses by untrusted processes. We leverage the AES to protect the confidentiality of messages, because AES is an encryption standard adopted by the US government. For comparison purpose, we also consider 3DES in the design of ES-MPICH2. AES with 128-bit keys can provide adequate protection for classified messages up to the SECRET level. The implementation of AES in products intended to protect national security systems and/or information must be reviewed and certified by NSA prior to their acquisition and use [1]. In this study, we integrated data confidentiality services with MPICH2 by implementing the cryptographic algorithms in a CH3 channel.

- **Complete transparency**: Preserving message confidentiality in MPICH2 is entirely transparent to application programmers. Such confidentiality transparency is feasible and the reason is two-fold. First, the encryption and decryption processes can be built in the MPICH2 library at the channel transmission layer. Second, we maintain the same interface as the APIs of the MPICH2 implementation. Therefore, it is not necessary to modify MPI programs to adapt ES-MPICH2.

- **Compatibility and portability**: Ideally, ES-MPICH2 needs to be easily ported from one platform to another with no addition to the application source code. ES-MPICH2 is an extension of MPICH2 and; thus, ES-MPICH2 should have the same level of portability as MPICH2. However, it is challenging to achieve high portability in ES-MPICH2, because we have to implement a cryptographic subsystem in each channel in the CH3 layer in MPICH2.

- **Extensibility**: ES-MPICH2 must allow application programmers to selectively choose any cipher techniques and keys incorporated in MPICH2. This design goal makes it possible for programmers to flexibly select any cryptographic algorithm implemented in ES-MPICH2. Although we implemented AES and 3DES in the channel layer of MPICH2, we will show in the next section how to add other cryptographic algorithms (e.g., Elliptic Curve Cryptography (ECC), [2]) to the ES-MPICH2 environment.

## 5 Implementation Details

During the implementation of ES-MPICH2, we addressed the following five development questions:

1. Among the multiple layers in the hierarchical structure of MPICH2, in which layer should we implement cryptographic algorithms?
2. Which cryptosystem should we choose to implement?
3. How to implement secure key management?
4. How to use the implemented ES-MPICH2?
5. How to add integrity checking services to ES-MPICH2?

![Fig. 3. Message passing implementation structure in ES-MPICH2 with encryption and decryption processes. A cryptosystem is implemented in the TCP socket layer to achieve the design goal of complete transparency.](image)

### 5.1 Ciphers in the Channel Layer

Fig. 2 outlines the message passing implementation structure in the original version of MPICH2. In such a hierarchical structure of MPICH2, messages are passed from a sending process to a receiving process through the abstract device interface, the CH3, and the TCP socket channel. Cryptographic subsystems may be implemented in one of the three layers (i.e., ADI3, CH3, or the TCP socket channel). To achieve the design goal of complete transparency, we chose to implement cryptographic algorithms in the TCP socket channel. Compared with ADI3 and CH3, the TCP socket channel is the lowest layer of the MPICH2 hierarchy. Implementing cryptosystems in the lowest layer can preserve message confidentiality in any conventional MPI program without adding extra code to protect messages. Fig. 3 depicts the implementation structure of ES-MPICH2, where a cryptosystem is implemented in the TCP socket layer. Thus, messages are encrypted and decrypted in the TCP socket channel rather than the ADI3 and CH3 layers.

Fig. 4 shows that the encryption and decryption functions in ES-MPICH2 interact with the TCP socket to provide message confidentiality protection in the TCP socket layer. Before a message is delivered through the TCP socket channel, data contained in the message are encrypted by a certain cryptographic algorithm like AES and 3DES. Upon the arrival of an encrypted message in a receiving node, the node invokes the corresponding decryption function to decrypt the message. Fig. 4 demonstrates that ES-MPICH2 maintains the same application programming interface or API as that of MPICH2 by implementing the encryption and decryption algorithms in the TCP socket layer. The confidentiality services of ES-MPICH2 were implemented in the MPICH2 libraries, thereby being totally transparent to MPI application programmers.

### 5.2 Block Ciphers

We have no intention of reinventing a cryptographic library, because it is very costly to guarantee that the security of your own implementation is higher than that of existing tested and audited security libraries. In the ES-MPICH2 framework, we adopted the implementation of the AES and 3DES cryptographic algorithms offered by the PolarSSL library in MPICH2 version 1.0.7. PolarSSL is an open-source cryptographic library written in C. We focus on block ciphers in the implementation of ES-MPICH2, because a block cipher transforms a fixed-length block of plaintext into a block of ciphertext of the same length. If the
case where ciphertext and plaintext are different in length, MPI applications have to be aware of such a difference in order to correctly decode ciphers. Keeping in mind that securely passing messages should be transparent to MPI application programmers, we advocate the use of block ciphers rather than non-block-ciphers that force programmers to be aware of the lengths of plaintext and ciphertext.

5.3 Key Management

The goal of key management is to dynamically establish secure message-passing channels by distributing cryptographic keys. ES-MPICH2 maintains two types of keys—data encipherment keys (a.k.a., session keys) and interchange keys. In the MPI initialization phase of each MPI application, a data encipherment key is created and shared among all the communicating processes.

Fig. 5 presents the key management infrastructure in ES-MPICH2. Public key cryptography employed in ES-MPICH2 relies on interchange keys (i.e., public and private keys) to securely exchange session keys in an unsecured network. More specifically, when a master node attempts to share new session keys with other slave nodes, the master node uses the slave nodes’ public keys to encrypt the session keys. The slave nodes make use of their private keys to decipher messages containing the session keys. Then, the master node and slave nodes can securely communicate using the MPI framework. Interchange keys also can be stored on physical devices like smart card and ROM [7], [9], [20].

5.4 Socket Programming

In socket programming, there is a buffer containing data sent and received through the TCP socket channel. Fig. 6 demonstrates the encryption and decryption process in ES-MPICH2. ES-MPICH2 encrypt the plaintext in the buffer of the sending node then decrypt it on the receiving node. Because the plaintext and ciphertext are identical in length in block cipher algorithms, the sizes of the buffers in both the sending and receiving nodes remain unchanged after the encryption and decryption processes.

5.5 Usage

The security features of ES-MPICH2 can be configured without modifying any MPI application source code. To securely pass messages using ES-MPICH2, the following configurations must be set before an MPI initialization. First, a security option should be enabled or disabled. Second, one has to select a specific cryptographic algorithm implemented in ES-MPICH2. Third, exchange keys must be securely stored in a configuration file or a physical device in each node (see Section 5.3 for details on the key management issue.) Then, users can run their MPI programs in the same way as they should run the programs in MPICH2. Thus, if an MPI program can be executed in MPICH2, one can also run the MPI program in ES-MPICH2 without modifying the source code of the program.

5.6 Incorporating Integrity Services in ES-MPICH2

In addition to confidentiality services, integrity checking services can be seamlessly incorporated into the ES-MPICH2 framework. In what follows, we address the implementation issue of how to integrate integrity checking services in ES-MPICH2.

Spreading feature of block encryption algorithms. Block encryption algorithms have a spreading feature which means if even 1 bit is changed in ciphertext, the decrypted text will be completely different from the original plaintext. Altered messages causing fatal errors cannot be interpreted. Although using the spreading feature is not a reliable solution, the spreading feature does provide an integrity checking method. Since both AES and 3DES are block encryption algorithms, ES-MPICH2 may rely on the spreading feature to perform integrity checking.

Public key. An integrity service tailed for small messages can be added into ES-MPICH2 using a public-key encryption scheme, in which sending nodes encode messages using
private keys whereas receiving nodes use the corresponding public keys to decipher the ciphertext. Before a node delivers an encrypted message in ES-MPICH2, the node encrypts the message using the private key of the sending node. To check the integrity of the cipher message, a receiving node simply needs to decode the cipher message by applying the public key of the sending node.

Hash functions. When it comes to large messages, hash functions are widely used in integrity checking and digital signatures. MD5, SHA-1, and SHA-2 can be implemented to check the integrity of encrypted messages in ES-MPICH2. The hash is a cryptographic checksum or message integrity code that sending and receiving nodes must compute to verify messages. Specifically, a sending node uses a hash function to compute a checksum for a large message. The checksum is shorter than the original message. Then, the sending node signs the hash value with a shared key. In doing so, the integrity of the large message can be checked in an efficient way.

People use hash and then sign the hash with the key, the size of hash being much shorter than the message.

6 Experimental Evaluation
To evaluate the features and performance of ES-MPICH2, we implemented ES-MPICH2 and deployed it on two clusters with different configurations. The first cluster has six nodes of 2.2 GHz Intel Celeron processors with 2 GB memory. The second cluster contains 10 nodes. The master node has a 3.0 GHz Intel Pentium Core 2 Duo processor with 1 GB memory, whereas the nine slave nodes have 333 MHz Intel Pentium II processors with 64 MB memory. The six nodes in the first cluster are connected by a 1 Gbps Ethernet LAN. The 10 nodes in the second cluster are connected by a 100 Mbps Ethernet LAN. Apparently, the overall performance of the first cluster is higher than that of the second cluster.

We use a fast cluster (i.e., the first one) and a slow (i.e., the second one) cluster to conduct experiments, because one of the goals is to illustrate the impact of computing capacity of clusters on the performance of ES-MPICH2.

6.1 A 6-Node Cluster of Intel Celeron Processors
6.1.1 Experimental Testbed
Let us first evaluate the performance of both MPICH2 and ES-MPICH2 on a 6-node cluster. Table 1 reports the configuration of the first cluster with six identical computing nodes of Intel Celeron processors. The operating system used in the six nodes is Ubuntu 9.04 Jaunty Jackalope. The computing nodes are connected by a 1 Gbps network. All the slave nodes share a disk on the master node through the network file system (NFS) [25]. The MPI library used in the 6-node cluster is MPICH2 version 1.0.7. We run the Sandia Micro Benchmarks and the Intel MPI Benchmarks to evaluate and compare the performance of MPICH2 and ES-MPICH2. When we test ES-MPICH2 in each experiment, we set the cryptographic service to AES and 3DES, respectively. The length of data encryption keys generated and distributed in ES-MPICH2 is 192-bit.

6.1.2 SMB: Sandia Micro Benchmark
The Sandia National Laboratory developed the Sandia Micro Benchmark Suite (a.k.a., SMB) to evaluate and test high-performance network interfaces and protocols. Table 2 described the four performance metrics used in the SMB benchmark suite. These metrics include total execution time (i.e., iter_t), CPU execution time for iterations (i.e., work_t), message passing overhead (i.e., overhead_t), and message transfer time calculation threshold (i.e., threshold or base_t). The detailed information on these metrics can be found at http://www.cs.sandia.gov/smb. Please note that the message passing overhead can be derived by subtracting the CPU execution time from the total execution time. Each benchmark has 1,000 iterations.

Fig. 7 shows the total execution time of the SMB benchmark running on the original MPI implementation (i.e., MPICH2) as well as AES-based ES-MPICH2 and 3DES-based ES-MPICH2. We observe from this figure that when the message size is small (e.g., 1 KB), the performance of ES-MPICH2 is very close to that of MPICH2. For example, the encryption modules in ES-MPICH2 only modestly increase the execution time by less than two percent. These results indicate that ES-MPICH2 can preserve confidentiality of small messages with negligible overhead.
Figs. 8a, 8b, 8c, and 8d show the total execution time, CPU time, overhead, and threshold of MPICH2 and ES-MPICH2 when the message size is set to 2, 16, 128, 512, and 1,024 KB, respectively. The results plotted in Fig. 8a show that AES-based ES-MPICH2 and MPICH2 have similar performance in the case of small messages. For example, the AES module in ES-MPICH2 increases the execution times of \textit{iter.} and \textit{work.} by 5.9 and 1.2 percent, respectively. However, when 3DES is employed in ES-MPICH2, the security overhead of ES-MPICH2 becomes noticeable even for small messages. For example, let us consider a case where the message size is 2 KB. Compare with the 3DES module, the AES module can reduce the execution times of \textit{iter.} and \textit{base.} by approximately 56 and 45 percent, respectively. Figs. 8b, 8c, and 8d illustrate that both AES and 3DES in ES-MPICH2 introduce much overhead that makes ES-MPICH2 performs worse than MPICH2—the original MPI implementation. Security overhead in ES-MPICH2 becomes more pronounced with increasing message size. Since AES has better performance than 3DES, AES-based ES-MPICH2 is superior to 3DES-based ES-MPICH2. We recommend the following two approaches to lowering overhead caused by encryption and decryption modules in ES-MPICH2. First, one can reduce the security overhead in ES-MPICH2 by enhancing the performance of block cipher algorithms. Second, multi-core processors can boost efficiency of the encryption and decryption modules, thereby benefiting the performance of ES-MPICH2.

6.1.3 IMB: Intel MPI Benchmarks

The Intel MPI benchmark suite or IMB was developed for testing and evaluating implementations of both MPI-1 [8] and MPI-2 [12] standards. IMB contains approximately 10,000 lines of code to measure the performance of important MPI functions [5], [24]. We have evaluated the performance of ES-MPICH2 and the original MPICH2 by running the benchmarks on the 6-node cluster. Table 3 lists all the Intel benchmarks used to measure the performance of ES-MPI2 and MPICH2. The benchmarks in IMB-MPI1 can be categorized in three groups: single transfer, parallel transfer, and collective benchmarks. Single transfer benchmarks are focusing on a single message transferred between two communicating processes. Unlike single transfer benchmarks, parallel transfer benchmarks aim at testing patterns and activities in a group of communicating processes with concurrent actions. Collective benchmarks are implemented to test higher level collective functions, which involve processors within a defined communicator group. Please refer to http://software.intel.com/en-us/articles/intel-mpi-benchmarks for more information concerning IMB.

Figs. 9a and 9b show the performance of PingPong and PingPing—two single transfer benchmarks in IMB. Since single transfer benchmarks are used to test a pair of two active processes, we run PingPong and PingPing on two nodes of the 6-node cluster. The total execution times of PingPong and PingPing go up when the message size
increases because larger messages give rise to higher encryption and decryption overheads. Compared with MPICH2, the execution times of AES-based and 3DES-based ES-MPICH2 are more sensitive to message size.

Now we analyze the performance of Sendrecv and Exchange—two parallel transfer benchmarks in IMB—running on ES-MPICH2 and MPICH2 on the 6-node cluster. Sendrecv, in which the main purpose is to test the MPI_Sendrecv function, consists of processes forming a periodic communication chain. Similarly, Exchange is a benchmark focusing on the evaluation of the MPI_Isend, MPI_Waitall, and MPI_Recv functions. Unlike the aforementioned single transfer benchmarks, message passing operations in these two parallel benchmarks are performed in parallel.

Fig. 9c plots the performance results of the SendRecv benchmark on the cluster, where each node receives data from its left neighbor and then sends data to its right neighbor. The total execution time of the SendRecv benchmark does not noticeably change when we vary the number of computing nodes in the cluster. We attribute this trend to the factor that message passing in multiple nodes are carried out in parallel rather than serially. Thus, increasing the number of nodes does not affect SendRecv’s total execution time. With respect to parallel transfers, the performance of AES-based and 3DES-based MPICH2 is close to that of the original version of MPICH2 when message size is relatively small. When it comes to large messages, AES-based ES-MPICH2 has better parallel transfer performance than 3DES-based MPICH2.

Fig. 9d depicts the total execution time of the Exchange benchmark. Comparing Fig. 9d with Fig. 9c, we realize that regardless of the MPI implementations, the execution time of the Exchange benchmark is longer than that of the SendRecv benchmark under the condition of same message size. This is mainly because in Exchange each node transfer data to both left and right neighbors in the communication
Thus, communication time in Exchange is larger than that in SendRecv. As a result, the total execution time of Exchange is approximately two times higher than that of Sendrecv when message size is large. Let us vary message size and evaluate the performance of collective benchmarks. We run the benchmark 10 times on each MPI implementation and report the average execution times. Figs. 10a and 10b show the performance of the first group of nine collective benchmarks. We observe from these figures that the total execution time of each collective benchmark continually increases with increasing message size. MPICH2 has better performance than AES-based and 3DES-based ES-MPICH2 across all the collective benchmarks, because the confidentiality is preserved at the cost of message passing performance. Figs. 11a and 11b plot the execution times of the second group of three benchmarks. The performance results of the second benchmark group are consistent with those of the first benchmark group reported in Figs. 10a and 10b.

Fig. 12 shows the results of the Window benchmark, which aims to test MPI-2 functions like MPI_Win_create, MPI_Win_fence, and MPI_Win_free. In this benchmark, a window size message is transferred to each node, which in turn creates a window using a specified size. Fig. 12 indicates that the execution time of the benchmark is not sensitive to message size. The results confirm that AES-based ES-MPICH2 improves the security of the Window benchmark on MPICH2 with marginal overhead.

6.2 A 10-Node Cluster of Intel Pentium II Processors

6.2.1 Experimental Testbed

Now we evaluate the performance of MPICH2 and ES-MPICH2 on a 10-node cluster of Intel Pentium II processors. The cluster configuration is summarized in Table 4. The operating system running on this cluster is Fedora Core release 4 (Stentz). Although the processors of the nine slave nodes are 333 MHz Intel Pentium II, the master node contains a 3.0 GHz Intel Pentium Core 2 Duo processor, which is almost 10 times faster than the processors in the slave nodes. Each slave node has only 64 MB memory, whereas the master node has 1 GB memory. All the 10 nodes are connected by a 100 Mbps Ethernet network. Like the first cluster, all nodes in the 10-node cluster share disk space on the master node through the network file system.

6.2.2 SMB: Sandia Micro Benchmark

Figs. 13a, 13b, and 13c reveal the total execution time, CPU time, overhead, and threshold of MPICH2 and ES-MPICH2 when the message size is set to 1, 16, and 32 KB, respectively. The results show that the performance of
AES-based and 3DES-based ES-MPICH2 is noticeably worse than that of MPICH2, because the encryption and decryption modules in ES-MPICH2 spend significant amount of time in encrypting and decrypting messages issued from the benchmarks. This trend is true even when messages are small (e.g., see Fig. 13a where message size is 1 KB).

Comparing Fig. 13a and Fig. 8a, we draw the following three observations. First, the first 6-node cluster is significantly faster than the second 10-node cluster. Although the 10-node cluster has more computing nodes than the second one, the nodes of the 10-node cluster have lower computing capacity than those in the 6-node cluster. This is because the hardware configuration of the 10-node cluster is worse than that of the 6-node cluster. In other words, the processors in the 10-node cluster are Pentium II CPUs; the 6-node cluster relies on Intel Celeron 450 to run the benchmarks. Second, with the 10-node slow cluster, the 6-node fast cluster allows the iter_t and the work_t benchmarks to spend smaller time periods dealing with the security modules in MPICH2. For example, on the 6-node fast cluster, iter_t and work_t spend approximately 7.1 and 3.2 percent of the benchmarks’ total execution times in the AES-based security modules. On the 10-node slow cluster, the AES modules account for about 35.5 and 39.3 percent of these two benchmarks’ total execution times. Third, the performance of AES-based MPICH2 on the first cluster is very close to that of MPICH2 when message size is smaller than 2 KB.

The above observations indicate that given message-intensive MPI applications, one can improve the processor computing capacity of a cluster to substantially reduce the portion of time (out of the applications’ total execution time) spent in processing security modules in ES-MPICH2.

### Table 4

<table>
<thead>
<tr>
<th>Master ×1</th>
<th>Slaves ×9</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Pentium Core</td>
</tr>
<tr>
<td>Memory</td>
<td>2 Duo 3.00GHz</td>
</tr>
<tr>
<td>OS</td>
<td>Fedora Core release 4</td>
</tr>
<tr>
<td>Kernel</td>
<td>2.6.12 – 1.1456</td>
</tr>
<tr>
<td>Network Adapter</td>
<td>100Mbps</td>
</tr>
</tbody>
</table>

6.2.3 IMB: Intel MPI Benchmarks

Figs. 14a, 14b, 14c, and 14d depict the performance of the PingPong, PingPing, SendRecv, and Exchange benchmarks in IMB. The total execution times of the four IMB benchmarks increases with increasing message size. Compared with MPICH2, the execution time of ES-MPICH2 is more sensitive to message size. More importantly, Figs. 14a, 14b, 14c, and 14d demonstrate that when ES-MPICH2 is deployed on a slow cluster, ES-MPICH2 preserves message confidentiality by substantially degrading the performance of the original MPICH2. By comparing the Intel benchmark performance on both the 6-node cluster (see Figs. 9a, 9b, 9c, and 9d) and 10-node clusters (see Figs. 14a, 14b, 14c, and 14d), we observe that the performance gap between MPICH2 and ES-MPICH2 on the fast cluster is much smaller than the performance gap on the slow cluster. An implication of this observation is that security overhead in ES-MPICH2 can be significantly reduced by deploying ES-MPICH2 in a high-end cluster.

7 RELATED WORK

Message passing interface. The Message Passing Interface standard (MPI) is a message passing library standard used for the development of message-passing parallel programs [14]. The goal of MPI is to facilitate an efficient, portable, and flexible standard for parallel programs using message passing. MPICH2—developed by the Argonne National Laboratory—is one of the most popular and widely deployed MPI implementations in cluster computing environments. MPICH2 provides an implementation of the MPI standard while supporting a large variety of computation and communication platforms like commodity clusters, high-performance computing systems, and high-speed networks [13].

As early as 1997, Brightwell et al. from the Sandia National Laboratory insightfully pointed out barriers to creating a secure MPI framework [3]. The barriers include control and data in addition to cryptographic issues. In a secure MPI, both control and data messages must be protected from unauthorized access of attackers and malicious users. Although there is a wide range of implementations of the MPI and MPI-2 standards (e.g., MPICH and MPICH2 are two freely available implementations from the Argonne National Laboratory), there is a lack...
of secure MPI frameworks developed for large-scale clusters distributed across wide area networks.

Data confidentiality in MPI-I/O. Prabhakar et al. designed and implemented a secure interface called MPISec I/O for the MPI-I/O framework [22]. MPISec I/O preserves the advantages of both parallel I/O and data confidentiality without significantly impacting performance of MPI applications. It is flexible for MPI programmers to manually set encryption rules in MPISec I/O. Data can be encrypted and written onto disks in MPISec I/O, then encrypted data can be read from the disks before being decrypted. There are two interesting features of MPISec I/O. First, MPISec I/O programmers need to carefully set up encryption and decryption rules in their MPI programs. Otherwise, some data may be either stored on disks without encryption or read without decryption and as a result, the MPI programs are unable to function properly until the rules are set in a correct way. Second, MPISec is not completely compatible with nonsecure MPI libraries. In other words, preserving data confidentiality in MPISec I/O is not transparent to MPI application programmers. One has to modify the source code of conventional MPI programs to improve security of the MPI programs. Apart from updating the source code of the MPI programs before MPISec I/O can be used properly, disk-resident data must be marked as encrypted or unencrypted.

Block ciphers. The Data Encryption Standard (DES) provides a relatively simple method of encryption. 3DES encrypts data three times instead of one using the DES standard [4]. 3DES is a block and symmetric cipher chosen by the US National Bureau of Standards as an official Federal Information Processing Standard in 1976. 3DES increases the key size of DES to protect against brute force attacks without relying on any new block cipher algorithm. A hardware implementation of 3DES is significantly faster than the best software implementations of 3DES [10] [15]. A software implementation of 3DES was integrated in ES-MPICH2. A hardware 3DES can substantially improve performance of 3DES-based ES-MPICH2.

In November 2001, the symmetric block cipher Rijndael was standardized by the National Institute of Standards and Technology as the Advanced Encryption Standard [6]. AES—the successor of the Data Encryption Standard—has been widely employed to prevent confidential data from being disclosed by unauthorized attackers. AES can be used in high-performance servers as well as small and mobile consumer products. AES is the preferred cryptographic algorithm to be implemented in ES-MPICH2, which was built based on symmetric block ciphers. Although AES introduces overhead due to additional security operations in ES-MPICH2, the overhead caused by AES in ES-MPICH2 can be significantly reduced by AES hardware architectures (see [19] for details of a highly regular and scalable AES hardware architecture).

Security enhancement in clusters. There are several research works focusing on the security enhancement in
commodity clusters. For example, Lee and Kim developed a security framework in the InfiniBand architecture (IBA) [17]. For confidentiality and authentication, Lee and Kim proposed the partition-level and IQP-level secret key management schemes. The security in IBA is improved with minor modifications to the IBA specification. Ramsur et al. constructed a highly available transparent Linux cluster security model, which offers a new approach to enhancing cluster security [23]. Koenig et al. implemented a tool that monitors processes across computing nodes in a cluster [16]. The tool delivers real-time alerts when there are immediate threats. Similarly, Pourzandi et al. investigated the security issues of detecting threats and hazards in distributed clusters [21]. The aforementioned security solutions developed for clusters are inadequate to directly support security-sensitive MPI programs, because the existing security solutions generally require application developers to implement security functionality in their MPI programs.

8 Conclusions and Future Work

To address the issue of providing confidentiality services for large-scale clusters connected by an open unsecured network, we aim at improving the security of the message passing interface protocol by encrypting and decrypting messages communicated among computing nodes. In this study, we implemented the ES-MPICH2 framework, which is based on MPICH2. ES-MPICH2 is a secure, compatible, and portable implementation of the message passing interface standard. Compared with the original version of MPICH2, ES-MPICH2 preserves message confidentiality in MPI applications by integrating encryption techniques like AES and 3DES into the MPICH2 library.

In light of ES-MPICH2, programmers can easily write secure MPI applications without an additional source code for data-confidence protection in open public networks. The security feature of ES-MPICH2 is entirely transparent to MPI programmers because encryption and decryption functions are implemented at the channel-level in the MPICH2 library. MPI-application programmers can fully configure any confidentiality services in MPICH2, because a secured configuration file in ES-MPICH2 offers the programmers flexibility in choosing any cryptographic schemes and keys seamlessly incorporated in ES-MPICH2. Besides the implementation of AES and 3DES in ES-MPICH2, other cryptographic algorithms can be readily integrated in the ES-MPICH2 framework. We used the Sandia Micro Benchmarks and the Intel MPI benchmarks to evaluate and analyze the performance of MPICH2.

Confidentiality services in ES-MPICH2 do introduce additional overhead because of security operations. In the case of small messages, the overhead incurred by the security services is marginal. The security overhead caused by AES and 3DES becomes more pronounced in ES-MPICH2 with larger messages (e.g., the message size is larger than 256 KB). Our experimental results show that the security overhead in ES-MPICH2 can be significantly reduced by high-performance clusters. For example, the overhead added by AES in ES-MPICH2 is reduced by more than half when the 6-node cluster of Intel Celeron is used instead of the 10-node cluster of Intel Pentium II. In addition to high-end clusters, the following two solutions can be applied to further reduce overhead caused by confidentiality services in ES-MPICH2. First, AES/3DES hardware implementations can lower security overhead in ES-MPICH2. Second, security coprocessors can hide the overhead by allowing the encryption and decryption processes to be executed in parallel with the message passing processes.

We are currently investigating various means of reducing security overhead in ES-MPICH2. For example, we plan to study if multicore processors can substantially lower the overhead of confidentiality services in ES-MPICH2.

Another interesting direction for future work is to consider several strong and efficient cryptographic algorithms like the Elliptic Curve Cryptography in ES-MPICH2. Since ECC is an efficient and fast cryptographic solution, both the performance and the security of ES-MPICH2 are likely to be improved by incorporating ECC.

A third promising direction for further work is to integrate encryption and decryption algorithms in other communication channels like SHMEM and InfiniBand in MPICH2 because an increasing number of commodity clusters are built using standalone and advanced networks such as Infiniband and Myrinet.

The current version of ES-MPICH2 is focused on securing the transmission control protocol (TCP) connections on the internet, because we addressed the data confidentiality issues on geographically distributed cluster computing systems. In addition to the MPI library, other parallel programming libraries will be investigated. Candidate libraries include the shared memory access library and the remote direct memory access library. We plan to provide confidentiality services in the SHMEM and RDMA libraries.

Last but not least, we will quantitatively evaluate the performance of integrity checking services that are incorporated into the ES-MPICH2 framework. The goal of developing the integrity checking services is to reduce overhead of the services in ES-MPICH2.

9 Availability

The executable binaries and source code of ES-MPICH2 are freely available, along with documentation and benchmarks for experimentation, at http://www.eng.auburn.edu/~xqin/software/es-mpich2/.
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