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Abstract—In this paper, we propose a new control method deficit has been considered in WSNs. Second, under the hi-
to cover “holes” in wireless sensor networks. Many applicabns  erarchical information model, a localized solution is pded

often face the problem of holes when some sensor nodes arg, quickly locate a spare node and move it into the vacant
disabled from the collaboration due to their failures and misbe-

havior. These holes may occur dynamically, and such a probte  27€2: Compared Wit_h other repair schemes that require real-
cannot be solved completely by simply deploying more reduraht ~ time detection to blindly seek the spare node [8], [12] or a
sensors. With synchronization around each hole based on aglobal balancing [10], the new approach is more efficient.
hierarchical structure, one (and only one) snake-like caswing Third, both the analytical and the experimental results are
repair process will be initiated in the local area in order to fill y provided to show substantial improvement of using such a

in that vacant space with a spare node. In this way, networl hi hical struct . . d with t
connectivity and coverage can be guaranteed. The analytita N'€rarchical structuré in coverage repair, compare

and experimental results show substantial improvements obur ~ best results known to date.
approach compared with the best result known to date. A short summary of our approach follows. First, we build

a surveillance with a virtual grid model [11] to detect the
occurrence of a hole. According to the location of each grid,
Recent attention has been drawn to use mobility for inthe entire network is connected under a hierarchical stract
proving the communication performance in wireless sensaith Hamilton cycles [1]. Each cycle will dominate a certain
network (WSN) [2]. Due to the fact that sensors can very gasirea and the head node in its unique eye grid will maintain all
fail or misbehave, many nodes could be isolated from thle coverage and connectivity information of that domidate
network collaboration [4]. Thus, a “hole” in the surveilzn area. When a grid does not have the head, the directed
area may occur in the deployed area, and such an occurreHeenilton cycle turns into a directed Hamilton path. One (and
may be dynamic. Rather than preventing the occurrence afly one)repair processwill be initiated along that path to
holes, a new solution is proposed in this paper to repair theove a spare node into the vacant area. Whenever a local area
coverage by moving some spare nodes into the vacant am@es not have any spare node, the request will be sent along an
A spare node is the node that will not cause any loss opper level cycle in a bigger area. Inspired by the early work
connectivity (as well as coverage) upon removing it. Due tor deadlock-free routing around a faulty area that usesiadut
critical resource constraints, such a solution must berotbetl exclusion at only one vertex [9], any request conflict can be
within a small area in order to avoid getting too many othevoided in the spare node localization. Moreover, in such a
nodes involved. We attempt to provide an optimization isolution, the cost can be minimized in terms of the number
reducing the cost of repair process: not only the movimyf total node movements and the total moving distance. In
distance of node(s) in each single repair process, but héso both analytical and experimental results, we will show the
total number of repair processes required for any hole thatbstantial improvement of our approaches compared wéth th
has occurred in the networks. The challenge to achieve sumst results known to date. Throughout the paper, proofs to
an optimization is the lack of global information. In thisges, theorems are omitted. Details can be found in [5].
we provide a hierarchical structure information model dase
on eye theory [3] to maintain the information of coverage and
connectivity. Such information will be used to synchrortize We assume that all the nodes have the same sensing range
repair processes and determine the spare node for movingand communication rangg. The nodes inside the communi-
There are three major contributions in this paper. First, cation range are called neighbors and two neighboring nodes
new information model is proposed for determining where ttare directly connected. Each nodehas its location, which
hole is and where the spare node to fix the hole lies, inis simply denoted byL(u). The location information can
localized manner. This is the first time that an infrastruetube discovered by having Global Positioning System (GPS)
to maintain the information of the coverage redundancy ameceivers at some fixed nodes or a mobile beacon node, or

I. INTRODUCTION

II. PRELIMINARY



70 o a m&e ek dye fOrany decision making in the repair process. After thathel
WXy | o @k -1k —dpvel-(cleve | = =1 schemes presented in this paper can be extended easily under
levelkeyele | such a partition with local views. To make our movement
""" T et eableq control schemes clear, we only use the global partition rhode
25 To minimize the coverage overlaps between the heads, we
CE I R do not pursue the surveillance of diagonal neighboringsgrid
ooo ! for each head, which requires a larger communication range
] R ek ‘ : R = 2V2r (> V/5r). It is also noted that when a grid does
@ * (b) Pk ) | not have any enabled node, its area may still be covered by its

(0,0) grid location ® gridhead O spare node<— direction of Hamilton cycle and node movir neighboring heads and does not rea”y need a repair. However
in our approach, the repair process will be initiated undehs

Fig. 1. (a) Virtual grid system and grid heads. (b) Directeahtilton cycle a case to provide a redundancy precaution. This will help to

in local unit grids. (c) Hierarchical Hamilton cycle struce. balance the enabled nodes more evenly so that the occurrence
of a real hole can be avoided. This kind of redundancy is also
a tradeoff for providing a localized solution.

by relying on the relative coordinate system. We partition e describe the schemes in a round-based system. All the

the whole network into ann x n 2-D grid system (see schemes presented in this paper can be extended easily to

Figure 1 (a)). To simplify the discussion, assume=n = 2*  an asynchronous system. However, to simplify the discassio

where all the results can be extended easily to a general gfjél do not pursue the relaxation. To make the entire system

system (see details in [5]). Each grid is a square of size-  more scalable, all data communication is implemented in the

and is denoted by its relative location in the entire systefizformation exchanges between two neighboring grids.

say (z,y) (0 < z,y < 2F —1). Two grids (z;,y;) and

(z2,y2) are called neighboring grids if their location addresses

differ in one (and only one) dimension, say. Moreover,

| 1 — 22 | + | y1 — y2 |= 1. Each grid(z,y), except the  This section introduces our control scheme that will fill

one at the edge of grid system, has four neighlforg + 1), in any vacant grid with enabled nodes. As a result, with

(x—1,y), (z,y—1), and(x + 1,%), with one in each of four a minimum moving cost, each grid will have its own head

directions: north, south, east, and west. In general; [/, and the coverage problem will be solved. Obviously, such an

y : y/'] represents a rectangular region with four vertex girdeptimization relies on the availability of the informatiarf

(z,y), (z,v), @, y), and ', y). coverage deficit and coverage redundancy. In this sectien, w

After many faulty nodes and misbehaving nodes are diticst introduce the proposed hierarchical structure and, ttee

abled from the collaboration, the rest of the nodes, alsedal corresponding coverage repair.

enabled nodes, will constitute the WSN. According to thigierarchical structure information model. In the local

results presented in [11], whe = v/5r, each enabled node@rea, each four neighboring unit grids constitute a Hamilto

can communicate with nodes in the neighboring grids. In eaé¥cle, i.e., the level-1 cycle in the hierarchical struetdsee

grid, one of the enabled nodes will be elected as the gfiddure 1 (b)). One of the unit grids is selected as the eye of

head. The rest of the enabled nodes in the same grid §#€h a cycle based on the eye theory [3]. The head of this eye

called spare enabled nodes, or simply, spare nodes. In il collect the information of the existence of spare nodes

way, when each grid has its own head, the connectivity Bf€se unit grids along the cycle. Such a head and the region

all the heads and the coverage of the entire network can ¢vered by these unit grids are called the dominating node

guaranteed. As a result, each movement monitored by a héad the dominated area, respectively. Then, each of the four

will be limited within two neighboring grids. Each head krew evel-1 eyes will form a higher level (i.e., level-2) Haroift

the following information: (1) its grid location, and (2)eh cycle to share the information. This process will continnélu

number of enabled nodes in the grid and their locations (i.8 1evel# cycle for the entire region0[: 2* — 1, 0 : 2% —1]

coverage redundancy). Moreover, each head monitors tlae dfebuilt on four level-¢ — 1) eyes (see Figure 1 (c)). Finally,

of the neighboring grids and detects the coverage deficityif a0ne level-¢ —1) eye is selected as the dominating node of the

(i.e., possible occurrence of the hole). It is also in chaste €ntire grid system, i.e., the levéleye. _ _

communication with the corresponding head in neighboringf Obviously, any selected grid on a levebycle (¢ > 1) is

grids to keep the connectivity of the entire network. TherofISC & leveli eye ¢ > j > 1). Its position can be determined

of each head can be rotated within the grid. as the 1fO”0W5- For tth reg}lgOfO 28— 1,0 2 — 116]' four

It is noted that the grid partition with global informationg”dsfkfl(Dk’D’C)' Ekfi@ _1_kaka)' By (2F—1—

can ensure that only one head exists in each grid territofyt 2 — 1 — Di), and By, (Dy., 2" — 1 — Dy) are selected

In a grid partition with only 1-hop neighborhood informatio 25 the levekk — 1) eyes and constitute the levieldirected

we can guarantee the existence of heads insamyr square Hamilton cycle, whereDy is defined in [3] as

territory by using a localized coverage scheduling algonit { 0 k=1

IIl. HIERARCHICAL STRUCTURE AND THE
CORRESPONDINGCOVERAGE REPAIR

Then, the synchronization between those local heads isedeed 21 _1—-Dp_1 k>1 (1)



@ o oy 2 = a head in each neighboring grid. Whenever such a head detects
‘ e ‘ f\?v ‘ -2 that a neighboring grid does not have any enabled node inside
T T e | e et a repair process is initiated to fix that detected vacancg Th
"*(a)" "?(b)" : ‘\ | proppsed repair process has two phases. We summarize the
- - el g2 repair process as follows.
1 o w1 1 oy 1 1Bk-1 1Bk o :
=T T N Jevel-k oydle In p_hase one, which |s.also c;alled |_ntra—I(_eveI phase, theespa
2 14 ”ZZI i G\ibl,i N T node is quickly located in neighboring grids along a level-1
R N L Ef, \level-(k-1) cycle Hamilton cycle. First, the repair process is initiated atril g

head, say node, only when it detects the vacant neighboring
grid in the direction of the level-1 directed Hamilton cycle
(see the repair initialization in Figure 2 (b)). Then, node
will select one spare nodein its grid to move to the vacant

() (d) (e
[ vacant grid ® repair initialization < - notification sending<— moving direction

- spare node selection <+ - spare node localization in inter-level repair proce

Fig. 2. (a) Level-1 directed Hamilton cycle, (b), (c), (d)ngales of the
repair along level-1 cycle (intra-level repair), and (engde trajectory in an
inter-level repair.

neighboring grid (see Figure 2 (b)). If such a spare node
cannot be foundy itself will move to the vacant grid. Before
the movementyu will send a notification to the head of

its preceding grid (see the order in Figure 2 (a)). When the
headw receives such a notification (in the next round), the
above selection process will be repeated (see Figure 2 (c)),
causing a so-called cascading movement. The whole moving
process is snake-like while each movement is limited within
two neighboring grids. For each movement causing the change
of spare nodes in a grid, the new spare node information
(k—1) eye in each{0: 257! —1,0: 2" 1 — 1], [2"7: 28 — Wi pe collected by the head of unit grid. And then, such
1,0: 2871 1], [2F-1 28 —1, 281 2% —1], and[0: 25— information will be updated in the hierarchical cycles ire th
1,271 28 —1]. After that, the above procedure can continugay in step 4 in Algorithm 1. The details intra-level repaie a

to apply in each sub-region. The definitionfof, ensures that a shown in the following algorithm.

selected grid eye on levélcycle is also selected for the level-
(k — 1) cycle (see Figure 1 (c)). Therefore, the informatioﬁlgo_rithm 2: Mobility control within neighboring grids (intra-level
of spare nodes to be shared along the Idvelcle can be ePain. _ _ S

collected through those levék — 1) eyes. Such a process 1) At a headu, the following repair process will be initiated when

. . . . A - u cannot find the head in the successor grid along the level-1
WPI1” Com'nAule uq::l thle unit grid is reached. The details are  gjrected Hamilton cycle; i.e., a vacant grid in such a dicect
shown in Algorithm 1.

is detected.

E} | is also selected as the levieleye, i.e.,E}. These grids
are connected by four,-hops-distance paths [3] where

ap = 32— (=" . (2)

The entire region is partitioned into four parts with oneelev

2) Find a spare node in the grid of say nodev, to move into
Algorithm 1: Construction of hierarchical directed Hamilton cycles that vacant neighboring area before the next round starts.
with the information of the existence of spare nodes. 3) If the above step fails, repeat the follows until the netfi
1) For the regiorf0 : 2° — 1,0 : 2% — 1], four grids E} (Dx, Dx), nodew can find a spare node in the above step: (a) Send the
E2(28 —1— Dy, Dy), E}(2¥ —1 — Dy, 2" —1— D), and notification to the precedjng griq along the Ie.vel-lldirelcte
E}NDg,2" — 1 — Dy) are selected as lel¢(k — 1) eyes and cycle to ask for a repair for itself. (b) Wait until the
constitute the levek directed Hamilton cycle, connected by corresponding head receives this notification. (c) Move
four ax-hops-distance paths whef®, and ax are defined in to the vacant neighboring grid before the next round starts;
Equation 1 and Equation 2 respectively. Among thei, , i.e., leaving the current grid vacant for cascading repair.
is also selected as the levieleye. 4) Each head. detects the spare nodes existing within the same

grid. The new information will be updated in the hierarchica
structure in the way in step 4 of Algorithm 1.

2) The entire region is partitioned into four par@: 2= —1,0 :
2=l ), (28t i 2k — 1,0 2R 1), [2F 7t i 2R -1 2Rt

2F — 1], and[0: 2F"1 — 1,281 2k ).

3) .Repeak: thebabo\/e Hamilhon C%,de Coﬁsm{gtion and thétipart  |n phase two, the required spare node is searched in the en-
in each sub-region until reaching unit grids. P : . . . .
4) The head node in each grid on a level-1 Hamilton cycltére gird system. This phase is conducted with the hieraethi

maintains the information of the spare nodes in its own grigt'Ucturé information and it is also called inter-level agp
The head node of the levéleye (L < i < k) collects such First, whenever the head node of the level-1 eye, say node

spare node information along its levetycle via thosei;-hops  u, realizes the lack of the spare node in all neighboring grids
connecting paths. along the level-1 Hamilton cycle, a notification will be sent
along level-2 Hamilton cycle, which also passes through
Repair process With the proposed hierarchical structure, eachhat is, the repair process is applied to an upper level cycle
grid is not only directly threaded by a level-1 directed HamiThis process will continue until the spare node is found at a
ton cycle with other 3 neighboring grids, but also indirgctllevel eye ¢ < k). That is, a spare node can be provided
connected to all other grids in the entire network. Each grid the partition region dominated by that eye. After thag th
head not only monitors the existence of spare nodes in itk gspare node will be localized from that eye down to unit grid
(i.e., coverage redundancy), but also monitors the existef as follows. A search for the spare node is initiated at that




high level
reservation

level< eye and will go along the corresponding levalycle. RN

: N
It will reach a level{i — 1) eye that has at least one spare @\\;{3@ \Q\ d.z::;.
node in its dominated area. Then, from that lower level eye @* /v ‘{;@ resenvaton
the above search process will continue until it reaches tiite u E A 4D
grid along level-1 cycle. Then, from that unit grid, a spare @ ®) © )

1 H H S— spare node request @ time stamp (] repair initialization (unit grid) ><" request conflict
nOde WI” be seleCted EVentua”y, the nOdes WI” move in the”> reservation process --t=  spare node localizaton ~— node movements (filling—in process)
cascading way to fill in the detected vacant grid with one
spare node, along the path that is constituted in the above
process. Figure 2 (e) shows an example of the reservation,

localization, and cascading filling-in processes in anriteeel

repair process. The spare node information will be updateddove the conflict of spare node requests, some synchramzat

date as well as the node moving. Algorithm 3 shows the detadghemes, as shown in Figure 3, must be provided.

of the inter-level repair process. First, the detection direction is used to help the grid head t

forward the spare node request. Those requests initiatbehwi

the level-1 cycle cannot form any loop in their stretch paths
) o _due to the existence of that vacant grid. However, when a

1) Reservation process. The notification for a spare noderis s

. spare node exists in the neighbor grid in the reverse diecti
along the upper level cycle until such a spare node can ? . .
provided in the record of an eye (say nage Then, this spare @0Ng such a cycle, it cannot be located quickly. Although
node will be reserved unless there is another request fortltis inefficiency is reduced to a minimum by connecting only
coming from higher level cycle. . 4 neighboring grids in a cycle in our approach, the intralev
2) Spare node localization. From that eyethe existence of such repajr is still not optimal. This is the tradeoff for redugin
a spare node is verified level by level among the cycles dov\gbare node request conflict

to unit grid. S d. inf . di h . f d
3) Cascading filling-in process. The nodes will move in the S€CONd, Information regarding the existence of spare nodes
cascading way along the path constituted in the above vill be collected by the head of each unit grld and then will
fill in the detected vacant grid with a spare node, unledse maintained in the hierarchical structure up to the topllev
a localization process from higher level cycle seizures thtﬁ:{ycle (i.e., levelk cycle). It is noted that the reservation for

cascading movement. In that case, the reservation prooess spare node is only made in the eye that dominates both
a spare node will re-start. he d d id and th i - h
4) Information update. The spare node information will be ugn€ d€tected vacant grid and the grid containing that spare
dated to date in the way in step 4 of Algorithm 1. node. For any two inter-level repairs locating the sameespar
node, the reservation cannot be made in the same eye. The
Perf Di ion After th tructi f the hi one made in the eye of a higher level cycle which has started
erlormance Discussion Alter the construction of In€ NIEr= o e mation update in upper level cycles will have the

archical structure, all the unit grids are connected. Ampane ﬁfer priority. When the localization process of a higher

Fig. 3. (a) Request conflict, and our solutions (b), (c), ahd (

Algorithm 3: Mobility control with hierarchical directed Hamilton
cycles (inter-level repair).

process is able to find the spare to cover the detected vac idrity repair reaches the eyethat made the lower priority

?;I%rmheeiregrelgssum ? g:fee diXI;scfsnlear:?eorn'er:mtlr?(rak.c;shés Vr\]" eservation, it will seizure the cascading movements of the
v W with Sp ploy » OF | Whiver priority repair by (a) redirecting filling-in processf

some critical condition disables the most of deployed noder':he lower priority repair to its own detected vacant griddan
U”def the V'm_JaI grid model, the communication range Cgo restarting the reservation processvato locate another
each grid head is set large enough to cover all neighbori dailable spare node for the lower priority repair, as well a
grids in order to detect the vacant neighboring grid. In Dthg, e jnformation updates. Such a case will be treated asartest
words, egch gr_ld can.be an|toreq by as many as 4 Q”d headsin asynchronous reservation process after a holdingaeri
from all its neighboring grids. Without synchronizatiohet s noted that, for the purpose of avoiding request conflict
existence of a vacant grid may incur 4 repair processes simigle ghare node cannot move directly to that detected vacant

taneously, causing redundant processes and some unrrgce%%ad and must follow the exact stretch path of request pmces
node movements.

To reduce the redundant repair processes that might Heeorem 1: Any vacant grid will be filled with a new head
initiated for the same vacant grid, the directed path is us8@de in the above control schemes.

to determine one and only one neighboring grid head thgheorem 2: In a 2¥ x 2* grid system under the above hier-

conducts a valid detection and then initiates the corredipan archical structure model, the maximum length of the stretch
repair process. The Hamilton cycle is used to guarantee {h in the repair process i©(2%).

unigue detection direction for each grid. This can ensuee th
initialization of repair and only the necessary initiatipa for
each vacant grid occurred.

Another synchronization issue occurs when multiple hol
appear in the networks, especially when a hole occurs durim
the ongoing process to repair a previously detected hole. Theorem 3:If a 2% x 2% grid system still haveV spare nodes

The following theorem provides an estimate on the average
node movements\/, in any single repair process when nodes
e deployed in a uniform distribution, withv spare nodes
éll available in the entire network.



w
a
=]

100 T T —1

_______

T T
Estimate ———— _|

w
o
o
T
>
o
\

\
>
o

I
I
I
I

95/ —

N

a

3
I

90 [+ —

._\

@

S
I
1

# of movements
total moving distance
e}
o
—_F-1-—-F-—1-7

i
o
S

1
85 =1

~

i et el S EE 80 L1

0 200 400 600 800 1000 0 200 400 600 800 1000 0 200 400 600 800 1000 0 200 400 600 800 1000
# of spare nodes left in networks (N) # of spare nodes left in networks (N) # of spare nodes left in networks (N) # of spare nodes left in networks (N)

(a) The number of node movemer(ts) The total moving distance when (a) The number of repair processes (b) The success ratéx).

# of replacement processes initiated
N
o
o
I
1
Percentage

o 8
T

o
L
Og

(analytical results). R = 10 (estimated). initiated.
Fig. 4. Cost of a single repair in the hierarchical repaircgss in al6 x 16 Fig. 5. Repair process and its success rate.
grid system.

3500 T T T T
available, for any converged repair process, = >% | 7, g g Bor ]
where); is the average length of the stretch path that reaches 3 S 1500fs _

. v g g !
level« cycles.M; = = £ 1000 -
* N 500 -
3 . . . ] L L
Zj:1j x Pr(1,7) 1=1 ©) 0 20, J00_ 600 800 1000 ° s J0_ o0 o00 1000
] — . . of spare nodes left In networks of spare nodes left In networks
(20; + 3" "May) x P(i) 1<i<k - o
= (a) Experimental results. (b) Analytical results.

where P (1, j) =
Fig. 6. The number of node movements.

{1—(1—2%>N | j=1
(1—(1— )M — %)Y otherwise
and P, (i) = terms of the number of repair processes initiatgd, the total
number of node movements and the total moving distance.
( le(l — 55 )N)( i;é(l - %)N) i=k Some analytical results of olf R scheme are <_:ompared with
(Hle(l _ #)N)( i;é(l _ %)N) i<k the results in [7] ofS_R scheme. These_analyuca_l results will
(1 —(1— 2221’2;1)1\7) also be compared with the corresponding experimentaltsesul

to verify the correctness of our approaches. It is noted that
Figure 4 (a) shows our analytical results foeax 24 grid each node from one grid moving to its neighbor will randomly

system. Even when there is only one spare node availaBRiECt the destination location in the target grid.
in the entire network, the number of node movements for '€ tunable par:tmet:zrs in our simulation are as follows. (1)
a single repair process can be controlled to 24.5. Based [3{mber of grids2™ x 2%. We usek = 4 in the simulation.

the analytical results, Figure 4 (b) shows our estimate en t?) Number of spare sensor§ in the networks. In [10], it
corresponding total node moving distance in that singlairep has been mentioned that the control scheme can guarantee the

coverage with at leasy x 22¢ spare nodes. Therefore, we
IV. SIMULATION RESULTS deploy 5000 sensors and select those cases Wheralue is

, - 2k
In this section, we verify the improvement of our control the range fromi0 to 1000 (= 4 x 277). o
scheme based on the hierarchical Hamilton cyclé®). We  Figure 5 (&) shows the number of repair processes 2|2|t|ated
also compare our approaches with other repair solutions, BsSchemesAR, HR, and SR in the cases with(\V + 27%)

seen inAR [6] and SR [7]. The results show that our snakeehabled nodes. Figure 5 (b) shows how many of them
like cascading movement will successfully cover any hol@ercentage-wise) will approach a spare node in the nesvork

while substantially lowering the cost. For the deployedsses and converge successfully. We also show the number of node

with communication rangé&® = 10m, we determine the grid movements in all schemes in Figure 6 (a), and the total node

size L2 x 2L and then form the virtual grid system [11] inmovement in meters/distance for all schemes in Figure 7 (a).
For the comparison, Figure 6 (b) and Figure 7 (b) show our

the taroget surveillance area. - )
After deploying all the nodes in the uniform distribution@n@lysis on the number of movements and the total moving
for bothik and H R.

we randomly disable some nodes from the collaboration aA{ftance, respectively, for t
create the holes. The rest of the nodes are enabled and thegesults can be summarized as follows.

constitute the WSN. One of enabled nodes in each gridl) [7]claims that among all the existing movement-assisted
(if any) will be elected as the head node. Then, we apply = methods to fix the hole, schen$&? has the best perfor-
schemesSR, HR, and AR to fix the hole. At last, we test mance insofar as the total number of node movements
the performance of different control schemé#, H R, and and the total moving distance are concerned. As a result,
SR in terms of their success in finding a spare node to  schemeH R achieves the same success as sch8iie

fill in the hole. We also test the cost of these schemes in  does. Fewer than 50% processes are needédiimand
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some unnecessary node movements. In the early work [7],
a synchronization based on a single Hamilton cycle condecte
the entire network is provided. However, due to the length of
such cycle, a long stretch path in the repair process is ieede
even when a spare node nearby the detected vacant grid is
available. A more efficient localized repair solution is deé.

VI. CONCLUSION

In this paper, we have presented a more cost-effective,

Fig. 7. The total moving distance of nodes (meters).

shake-like repair process to cover the surveillance hofes o

WSNs where some sensors deployed in certain sensing areas
are disabled from the collaboration. As a result, the con-

HR, compared with the results ofR.
2)

nectivity and coverage of WSNs can be guaranteed, even
WhenN < 55, schemeAR has10% ~ 20% failures in  when the working status of nodes changes dynamically. In

repair processes while the success rate is always 100%i methods, only the 1-hop neighborhood is used, and the
schemesSR and H R; that is, the surveillance coverageadjustment of nodes can be controlled within the local area
is less robust il R with lower node density. However, more efficiently, under a synchronization model based on the
SR requires more node movements and moving distanbgerarchical Hamilton cycles. The analytical and experitaé

due to the use of a long path to approach the spakssults show the proposed method to be robust and scalable
node. With the hierarchical structuré] R can ensure with a minimized cost. This verifies the correctness and

the success of each repair while keeping both the notte
movements and the total moving distance minimal.
3)

effectiveness of our new information model in coverage

repair and its conflict control. In our future work, the energ
When N > 55 (i.e., > 1.22 enabled nodes per grid) consumption model will be considered in the node adjustment

which is more common in real applicationSz and so that the lifetime of the complete coverage can be extended

HR requires fewer node movements and less moving
distance while keeping the success rate higher th&En
But H R is the more cost-effective.

4)
repair process it R or HR is just one of the cases of
in AR that are along a special patiR and H R have
the same bound of converging speed/A8 which has
been presented in [6].

(1]
(2]
(3]

Recently, rather than preventing the occurrence of theshole
some extended virtual force methods [8], [12] that simulaté]
the attractive and repulsive forces between sensor nodes hgs
been proposed to fix the hole. In these methods, sensors
in a relatively dense region will move slowly towards the[G]
relatively sparse region according to each other’s reypeilsi
force and head towards a hole in the network. However, as
indicated in [10], without global information, these metiso [7]
may take a long time to converge and are not practical for
real applications due to the cost in total moving distanceg]
total number of movements, and communication/computation
Then, in [10], a more practical balancing method under th
virtual grid model [11] is discussed. This method allows for
quick convergence but requires node adjustments in theeen]féo
grid network, causing many unnecessary node movements s{
for providing the coverage for a single hole.

In the early work [6], a localized control method based o]

V. RELATED WORK

the 1-hop neighborhood is proposed. Whenever a vacant area

is detected, a snake-like cascading repair process istimiti [12]
to move nodes to cover the hole area. However, due to the
lack of synchronization, the existence of a hole will incur

multiple repair processes, causing redundant processks an

] Z. Jiang and J. Wu.
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